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Abstract

Classical close-set semantic segmentation networks
have limited ability to detect out-of-distribution (OOD) ob-
jects, which is important for safety-critical applications
such as autonomous driving. Incrementally learning these
OOD objects with few annotations is an ideal way to en-
large the knowledge base of the deep learning models. In
this paper, we propose an open world semantic segmenta-
tion system that includes two modules: (1) an open-set se-
mantic segmentation module to detect both in-distribution
and OOD objects. (2) an incremental few-shot learning
module to gradually incorporate those OOD objects into
its existing knowledge base. This open world semantic
segmentation system behaves like a human being, which
is able to identify OOD objects and gradually learn them
with corresponding supervision. We adopt the Deep Met-
ric Learning Network (DMLNet) with contrastive cluster-
ing to implement open-set semantic segmentation. Com-
pared to other open-set semantic segmentation methods,
our DMLNet achieves state-of-the-art performance on three
challenging open-set semantic segmentation datasets with-
out using additional data or generative models. On this
basis, two incremental few-shot learning methods are fur-
ther proposed to progressively improve the DMLNet with
the annotations of OOD objects.
1. Introduction

Deep convolutional networks have achieved tremendous
success in semantic segmentation tasks [1, 2], benefiting
from high-quality datasets [3, 4, 5]. These semantic seg-
mentation networks are used as the perception system in
many applications, like autonomous driving [6], medical di-
agnose [7], etc. However, most of these perception systems
are close-set and static. Close-set semantic segmentation
is subject to the assumption that all classes in testing are
already involved during training, which is not true in the
open world. A close-set system could cause disastrous con-
sequences in security-critical applications, like autonomous
driving, if it wrongly assigns an in-distribution label to an
OOD object [8]. Meanwhile, a static perception system can-
not update its knowledge base according to what it has seen,
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Figure 1. Open world semantic segmentation system. Step 1:
Identify both known and unknown objects (blue arrow). Step 2:
Annotate for unknown objects (red arrow). Step 3: Apply incre-
mental few-shot learning to increase the classification range of the
network (green arrow). Step 4: After incremental few-shot learn-
ing, DMLNet can output the result in a larger domain (purple ar-
row).

and therefore, it is limited to particular scenarios and needs
to be retrained after a certain amout of time. To solve these
problems, we propose an open-set and dynamic perception
system called the open world semantic segmentation sys-
tem. It contains two modules: (1) an open-set semantic
segmentation module to detect OOD objects and assign
correct labels to in-distribution objects. (2) an incremental
few-shot learning module to incorporate those unknown
objects progressively into its existing knowledge base. The
whole pipeline of our proposed open world semantic seg-
mentation system is shown in Fig. 1.

Both open-set semantic segmentation and incremental
few-shot learning are not well solved. For open-set seman-
tic segmentation, the essential part is to identify OOD pixels
among all pixels in one image which is called anomaly seg-
mentation. The typical approach of anomaly segmentation
is to adapt methods of image-level open-set classification
for pixel-level open-set classification. These methods in-
clude uncertainty estimation-based methods [9, 10, 11, 12]
and autoencoder-based methods [13, 14]. However, both of
these methods have been proved ineffective in driving sce-



narios as uncertainty estimation-based methods give many
false-positive outlier detections [15] and autoencoders can-
not regenerate complicated urban scenarios [16]. Recently,
generative adversarial network-based (GAN-based) meth-
ods [16, 17] have been proved effective but they are far
from lightweight as they need several deep networks in the
pipeline. For incremental few-shot learning, we have to
deal with challenges not only from the incremental learn-
ing, such as catastrophic forgetting [18], but also from the
few-shot learning, including extracting representative fea-
tures from a small number of samples [19].

In this paper, we propose to use the DMLNet to solve
the open world semantic segmentation problem. The rea-
sons are threefold: (1) The classification principle of the
DMLNet is based on contrastive clustering, which is effec-
tive to identify anomalous objects, as shown in Fig. 2. (2)
The DMLNet combined with prototypes is very suitable for
few-shot tasks [19]. (3) Incremental learning of the DML-
Net can be implemented by adding new prototypes, which
is a natural and useful approach [20]. Based on the DML-
Net architecture, we develop two unknown identification
criteria for the open-set semantic segmentation module and
two methods for the incremental few-shot learning module.
Both modules are verified to be effective and lightweight
according to our experiments. To summarize, our contribu-
tions are the following:

• We are the first to introduce the open world semantic
segmentation system, which is more robust and practi-
cal in real-world applications.

• Our proposed open-set semantic segmentation module
based on the DMLNet achieves state-of-the-art perfor-
mance on three challenging datasets.

• Our proposed methods for the few-shot incremental
learning module alleviate the catastrophic forgetting
problem to a large extent.

• An open world semantic segmentation system is ful-
filled by combining our proposed open-set semantic
segmentation module and incremental few-shot learn-
ing module.

2. Related Work

2.1. Anomaly semantic segmentation

The approaches of anomaly semantic segmentation can
be divided into two trends: uncertainty estimation-based
methods and generative model-based methods. The base-
line of uncertainty estimation is the maximum softmax
probability (MSP), which was first proposed in [9]. In-
stead of using the softmax probability, Dan et al. [11] pro-
posed to use the maximum logit (MaxLogit) and achieved
better anomaly segmentation performance. Bayesian net-
works adopt a probabilistic view of deep learning networks,
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Figure 2. Contrastive clustering of DMLNet. During inference,
known objects will be attracted by the prototype of the same class
and repelled by remaining prototypes. In the end they will ag-
gregate around the particular prototype. In contrast, anomalous
objects will be repelled by all prototypes so they will aggregate at
the middle of the metric space.

so their weights and outputs are probability distributions in-
stead of specific numbers [21, 22]. In practice, Dropout [10]
or ensembles [12] are usually used to approximate Bayesian
inference. The autoencoder (AE) [23, 13] and RBM [14]
are the typical generative methods assuming that the recon-
struction error of OOD images is larger than in-distribution
images.

Recently, another kind of generative model-based on
GAN resynthesis was proved to achieve state-of-the-art per-
formance based on its reliable high resolution pixel-to-pixel
translation results. SynthCP [17] and DUIR [16] are two
methods based on GAN resynthesis. Unfortunately, they are
far away from lightweight as two or three neural networks
have to be used in sequence for OOD detection. Compared
to them, we demonstrate that the DMLNet based on con-
trastive clustering has better anomaly segmentation perfor-
mance, while only needing to inference for one time.

2.2. Deep metric learning networks

DMLNets have been used in many kinds of applica-
tions, including video understanding [24] and person re-
identification [25]. The DMLNet translates such problems
to calculate embedded feature similarity in metric space
using Euclidean, Mahalanobis, or Matusita distances [26].
Convolutional prototype networks and DMLNets are usu-
ally used together to tackle specific problems, such as de-
tecting image-level OOD samples [27, 28, 29] and few-shot
learning for semantic segmentation [19, 30, 31]. We also
follow this combination to build the first DMLNet for open
world semantic segmentation.



2.3. Open world classification and detection

Open world classification was first proposed by [32].
This work presented the Nearest Non-Outlier (NNO) algo-
rithm which is efficient in incrementally adding object cat-
egories, detecting outliers, and managing open space risk.
Recently Joseph et al. [33] proposed an open world ob-
ject detection system based on contrastive clustering, an
unknown-aware proposal network, and energy-based un-
known identification criteria. The pipeline of our open
world semantic segmentation system is similar to theirs ex-
cept for two important differences that make our task more
challenging: (1) In their open-set detection module, they
rely on the fact that the Region Proposal Network (RPN)
is class agnostic so that potential OOD objects which are
not labeled can also be detected. In this way, the informa-
tion of the OOD samples is valid for training. However,
we focus on semantic segmentation where every pixel used
in training is assigned an in-distribution label, so no OOD
samples can be added into the training. (2) In the incremen-
tal learning module, they use all labeled data of the novel
class, while we focus on the few-shot condition which is
naturally more difficult. Little research focuses on the incre-
mental few-shot learning, which includes incremental few-
shot learning for classification [34], object detection [35]
and semantic segmentation [36].

3. Open world semantic segmentation
In this section, we give the working pipeline of the

open world semantic segmentation system. This system
is composed of an open-set semantic segmentation mod-
ule and an incremental few-shot learning module. Sup-
pose Cin = {Cin,1, Cin,2, ..., Cin,N} are N in-distribution
classes, which are all annotated in training datasets, and
Cout = {Cout,1, Cout,2, ..., Cout,M} are M OOD classes
not encountered in the training datasets.

The open-set semantic segmentation module is further
divided into two submodules: a close-set semantic segmen-
tation submodule and an anomaly segmentation submod-
ule. We assume that Ŷclose is the output map of the close-
set semantic segmentation submodule, so the class of each
pixel Ŷclose

i,j ∈ Cin. The function of the anomaly segmen-
tation submodule is to identify OOD pixels, and its output
is called the anomalous probability map: P̂ ∈ [0, 1]H×W ,
where H and W denote the height and width of the input
image. Based on Ŷclose and P̂, the open-set semantic seg-
mentation map Ŷopen is given as:

Ŷopen
i,j =

{
Canomaly P̂i,j > λout

Ŷclose
i,j P̂i,j ⩽ λout

(1)

where Canomaly denotes the OOD class, and λout is the
threshold to determine OOD pixels. Therefore, the open-
set semantic segmentation module is supposed to identify
OOD pixels as well as assign correct in-distribution labels.

Then Ŷopen can be forwarded to labelers who can identify
Canomaly from Cout and give corresponding annotations of
the novel class.

The incremental few-shot learning module is used
to update the knowledge base of the close-set seg-
mentation submodule from Cin to Cin+M one by one
when new labels are available, where Cin+t = Cin ∪
{Cout,1, Cout,2, ..., Cout,t} , t ∈ {1, 2, ...,M}. Fig. 1 shows
the circular working pipeline of the open world semantic
segmentation system.

4. Approach
We adopt the DMLNet as our feature extractor and dis-

cuss the architecture and loss function in Section 4.1. The
open-set segmentation module and the incremental few-shot
learning module are illustrated in Section 4.2 and 4.3.

4.1. Deep Metric Learning Network

Classical CNN-based semantic segmentation networks
can be disentangled into two parts: a feature extractor
f(X; θf ) for obtaining the embedding vector of each pixel
and a classifier g(f(X; θf ); θg) for generating the decision
boundary, where X, θf and θg denote the input image, pa-
rameters of the feature extractor and classifier respectively.
This learnable classifier is not suitable for OOD detection
because it assigns all feature space to known classes and
leaves no space for OOD classes. In contrast, the classifier
is replaced by the Euclidean distance representation with
all prototypes Min =

{
mt ∈ R1×N |t ∈ {1, 2, ..., N}

}
in

DMLNet, where mt refers to the prototype of class Cin,t.
The feature extractor f(X; θf ) learns to map the input X
to the feature vector which has the same length as the pro-
totype in metric space. For the close-set segmentation task,
the probability of one pixel Xi,j belonging to the class Cin,t

is formulated as:

pt(Xi,j) =
exp(−∥f(X; θf )i,j −mt∥2)∑N

t′=1 exp(−∥f(X; θf )i,j −mt′∥2)
(2)

Based on this Euclidean distance-based probability,
the discriminative cross entropy (DCE) loss function
LDCE(Xi,j ,Yi,j ; θf ,Min) [27] is defined as:

LDCE =
∑
i,j

−log(
exp(−

∥∥f(X; θf )i,j −mYi,j

∥∥2
)∑N

k=1 exp(−∥f(X; θf )i,j −mk∥2)
) (3)

where Y is the label of the input image X. The numer-
ator and denominator of LDCE refer to the attractive force
and repulsive force in Fig. 2 respectively. We formulate an-
other loss function called the variance loss (VL) function
LVL(Xi,j ,Yi,j ; θf ,Min) which is defined as:

LVL =
∑
i,j

∥∥f(X; θf )i,j −mYi,j

∥∥2 (4)
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Figure 3. Open-set semantic segmentation module. The close-set segmentation submodule is enclosed within the blue dashed box, and
the anomaly segmentation submodule is enclosed within the red dashed box. The open-set segmentation map is the combination of results
generated by these two submodules. Both the in-distribution classes and OOD classes are predicted in the open-set segmentation map.
Kindly refer to Section 4.2 for the definition of the EDS map and MMSP map.

outlier inlier

Pr
ob

ab
ili

ty
 D

en
si

ty

Distance sum

Figure 4. Distance sum distributions. The statistic of this fig-
ure comes from the EDS map in Fig. 3. Only the classes whose
number of pixels is over 4% are demonstrated. This example
demonstrates distinct peaks for inlier objects and outlier objects
while anomalous classes have a smaller distance sum than known
classes.

LVL only has an attractive force effect but no repulsive
force effect. With DCE and VL, the hybrid loss is defined
as: L = LDCE + λVLLVL, where λVL is a weight parameter.

4.2. Open-set semantic segmentation module

The open-set semantic segmentation module is com-
posed of the close-set semantic segmentation submodule
and anomaly segmentation submodule. The pipeline of the
open-set semantic segmentation module is shown in Fig. 3.

The close-set semantic segmentation submodule as-
signs in-distribution labels to all pixels of one image. As
the probability of one pixel Xi,j belonging to class Cin,t is

formulated in Equation 2, the close-set segmentation map
is:

Ŷclose
i,j = argmax

t
pt(Xi,j) (5)

The anomaly segmentation submodule detects OOD
pixels. We propose two unknown identification criteria to
measure the anomalous probability including metric-based
maximum softmax probability (MMSP) and Euclidean dis-
tance sum (EDS). Following is the anomalous probability
based on the MMSP:

P̂MMSP
i,j = 1−max pt(Xi,j), t ∈ {1, 2, ..., N} (6)

The EDS is proposed from the finding that the Euclidean
distance sum with all prototypes is smaller if the feature is
located at the center of the metric space where OOD pixels
aggregate. The EDS is defined as:

S(Xi,j) =

N∑
t=1

∥f(X; θf )i,j −mt∥2 (7)

The anomalous probability based on the EDS is calcu-
lated as:

P̂EDS
i,j = 1− S(Xi,j)

max S(X)
(8)

The EDS is class-independent, so prototypes of all
classes should be evenly distributed in metric space and not
moved during training. Learnable prototypes will cause in-
stability during training and make no contribution to better
performance [37]. Therefore, we define the prototype in a
one-hot vector form: only the tth element of mt is T , while
others remain zero, where t ∈ {1, 2, ..., N}.

Considering that the EDS is a ratio relative to the max-
imum distance sum among all pixels, the high anomalous
score area definitely exists in every image even though there
are no OOD objects in an image. Additionally, the distance
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Figure 5. Pseudo Label Method. This flowchart shows an exam-
ple of how to train the new branch head hout,2 which is in red. hin

and hout,1 provide the prediction maps (b) Min and (c) Mout,1 of
the original in-distribution classes and the first learned OOD class
respectively. Two of them are combined to generate (d) Min,1

which contains all known classes. Then the annotation map (a)
Yout,2 of the novel class is merged to obtain the pseudo label
map (e) PLin+1 for training. Different colors indicate different
classes.

sum distribution of every in-distribution class is slightly dif-
ferent from each other, as shown in Fig. 4. Therefore, we
combine the MMSP with the EDS to suppress those pix-
els with middle response which are actually in-distribution.
The mixture function is:

P̂ = α P̂EDS + (1− α) P̂MMSP (9)

and α is determined by:

α =
1

1 + exp(−β (P̂EDS − γ))
(10)

where β and γ are hyperparameters to control the suppress-
ing effect and threshold.

After obtaining the anomalous probability map by Equa-
tion 9 and the close-set segmentation map by Equation 5,
we apply Equation 1 to generate the final open-set segmen-
tation map.

4.3. Incremental few-shot learning module

The open-set segmentation results obtained from Sec-
tion 4.2 can be delivered to labelers who can give corre-
sponding annotations for a certain new class. As the la-
beling process is extremely time-consuming, especially for
segmentation tasks, we make following two assumptions:
(1) Only the new class will be annotated while other pixels
will be ignored. (2) Less than five images will be annotated.

We propose two methods for the DMLNet to implement
incremental few-shot learning. The first method is called
the Pseudo Label Method (PLM), as shown in Fig. 5. In
this method, DMLNet is divided into two parts: the final
branch heads and the backbone. The trained branch heads
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Figure 6. t-SNE visualization for learned metrics of open-set se-
mantic segmentation module. All learned metrics of 19 classes
of the Cityscapes dataset are included. 13 (car), 14 (truck) and
15 (bus) are OOD classes and are enclosed within the red dotted
circle. They are separated from known classes and they also ag-
gregate closely in metric space.

will provide prediction maps of old classes, and labelers
will provide the annotation of the new class. In this way,
the whole image will be annotated and used to train the new
branch head. The second method is called the Novel Proto-
type Method (NPM). We find the prototype of the novel
class directly using the original DMLNet. Based on the
novel prototype and in-distribution prototypes, we develop
several criteria to classify all classes.
Pseudo Label Method. Suppose the DMLNet has k + 1
trained final branch heads {hin, hout,1, ..., hout,k}, 1 head
hout,k+1 to be trained and the backbone B. The initial head
hin and backbone B are trained using the large training
dataset of Cin based on the method in Section 4.1. There-
fore, hin provides the prediction map Min ∈ RH×W for
in-distribution classes Cin. Suppose {Mout,1, ...,Mout,k}
are binary maps generated by {hout,1, ..., hout,k}, and each
of them is responsible for predicting only one particu-
lar OOD class, e.g., Mout,t is responsible for predicting
Cout,t, t ∈ {1, 2, ..., k}. Yout,k+1 is the binary annotation
map of Cout,k+1 from the labelers. Algorithm 1 is the pro-
cedure for generating the pseudo label PLin+k.

Algorithm 1: Pseudo Label Generation Method
Input: Min, {Mout,1, ...,Mout,k} ,Yout,k+1

Output: Pseudo Label Map PLin+k

1 t← 1;
2 while t ⩽ k do
3 Min+t ←Min+t−1;
4 Min+t[Mout,t = 1]← N + t;
5 t← t+ 1

6 end
7 PLin+k ←Min+k;
8 PLin+k[Yout,k+1 = 1]← N + k + 1;

PLin+k is regarded as the ground truth and used to



train the head hin+k+1 based on the loss functions in Sec-
tion 4.1. The dimension of the metric space will also in-
crease one by one when we add the new head. When train-
ing the branch head hin+k+1, the output feature of each
pixel and all prototypes will have length N + k + 1. In
other words, the prototype set now becomes Min+k+1 ={
mt ∈ R1×(N+k+1)|t ∈ {1, 2, ..., N + k + 1}

}
. Note that

when training the new branch head, the parameters of all the
other heads and backbone will be frozen. Fig. 5 gives the
pipeline of training head hout,2. The inference procedure is
the same as how to generate a pseudo label map, as shown
in Algorithm 1 except that the last two steps are not needed.
In this way, the old knowledge is preserved because the old
branch still has a reliable ability to classify base classes.
Novel Prototype Method. This method is inspired by
the finding that all feature vectors of certain OOD novel
classes will also aggregate together in metric space. Fig. 6
demonstrates that OOD features separate very well with in-
distribution features while aggregate closely. Therefore, we
determine the prototype of the novel class Cout,k as the
mean of all features belonging to this novel class:

mN+k =

∑Q
q=1

∑
i,j Fi,j ·Yi,j∑Q

q=1

∑
i,j Yi,j

(11)

where Q is the number of annotated samples, and Y is the
ground truth binary mask of novel class Cout,k, in which
only those locations with novel class are 1, else 0. F =
f(X; θf ) ∈ RN×H×W is the feature map generated by the
DMLNet.

The new prototype set is no longer evenly distributed be-
cause original in-distribution prototypes are all one-hot vec-
tors, but the newly added prototype of the novel class is not.
So using Equation 2 to classify novel classes is not suitable
anymore. We develop these two criteria to decide whether
one pixel belongs to Cout,k:{

∥Fi,j −mN+k∥2 < λnovel

∥Fi,j −mN+k∥2 < ∥Fi,j −mk′∥2 k′ ̸= N + k
(12)

where λnovel is a threshold we can manually design. The
intuition is that the novel pixel should be close enough with
its corresponding prototype as well as closest to its corre-
sponding prototype among all prototypes. This method also
handles catastrophic forgetting very well because the model
is not updated at all. There is no training procedure in this
method. Simply calculating the novel prototype and evalu-
ating the input image based on our criteria is the pipeline.

5. Experiments
Our experiments are divided into three parts. We first

evaluate our open-set semantic segmentation approach in
Section 5.1. Then we demonstrate our incremental few-
shot learning results in Section 5.2. Based on the open-set
semantic segmentation module and incremental few-show
learning module, the whole open world semantic segmenta-
tion is realized in Section 5.3.

5.1. Open-set semantic segmentation

Datasets. Three datasets including StreetHazards [11], Lost
and Found [38] and Road Anomaly [16] are used to tes-
tify the robustness and effectiveness of our DMLNet based
open-set semantic segmentation method. Most anomalous
objects of StreetHazards are large rare transportation ma-
chines such as helicopters, planes, and tractors. The Lost
and Found dataset contains lots of small anomalous items
like cargo, toys, and boxes. The Road Anomaly dataset no
longer constrains the scenario within urban situations but
also contains images of villages and mountains.
Metrics. Open-set semantic segmentation is the combina-
tion of close-set segmentation and anomaly segmentation
as discussed in Section 4.2. For the close-set semantic seg-
mentation task, we use mIoU to evaluate the performance.
For the anomaly segmentation task, three metrics are used
according to [11], including area under ROC curve (AU-
ROC), false-positive rate at 95% recall (FPR95), and area
under the precision-recall curve (AUPR).
Implementation details. For StreetHazards, we follow the
same training procedure as [11] to train a PSPNet [2] on the
training set of StreetHazards. For Lost and Found and Road
Anomaly, we follow [16] to use BDD100k [39] to train a
PSPNet. Note that PSPNet is only used to extract features
as we discussed in Section 4.1. λVL of hybrid loss is 0.01.
None zero element T of all prototypes is 3. β and γ are 20
and 0.8 respectively in Equation 10.
Baselines. For StreetHazards, several baselines have been
evaluated including MSP [9], Dropout [10], AE [13],
MaxLogit [11] and SynthCP [17]. For Lost and Found
and Road Anomaly, baseline approaches contain MSP,
MaxLogit, Ensemble [12], RBM [14] and DUIR [16].
Results. The result of StreetHazards is demonstrated in Ta-
ble 1. For Lost and Found and Road Anomaly, mIoU is in-
valid as they only provide OOD class labels but no specific
in-distribution class labels. The results are in Table 2. Our
experiments show that our DMLNet-based method achieves
state-of-the-art performance in all three anomaly segmen-
tation related metrics. Compared to recently proposed
GAN-based approaches including DUIR and SynthCP, our
method outperforms them in anomaly segmentation quality
with a more lightweight structure, as they need two or three
deep neural networks in the whole pipeline while we only
need to inference for one time. The mIoU value of close-set
segmentation in StreetHazards demonstrate that our method
has no harm to close-set segmentation. Some qualitative re-
sults are shown in Fig. 8.
Ablation studies. We carefully conduct ablation experi-
ments to study the effect of different loss functions (VL and
DCE) and anomaly judgment criteria (EDS and MMSP),
as shown in Table 3. The fact that DCE has better perfor-
mance in mIoU than VL indicates the significance of the re-
pulsive force. EDS outperforms MMSP a lot under all loss



Method AUPR↑ AUROC↑ FPR95↓ mIoU↑
AE 2.2 66.1 91.7 53.2
MSP+CRF 6.5 88.1 29.9 53.2
MSP 6.6 87.7 33.7 53.2
Dropout 7.5 69.9 79.4 -
SynthCP 9.3 88.5 28.4 53.2
MaxLogit 10.6 89.3 26.5 53.2
DML 14.7 93.7 17.3 53.9

Table 1. Open-set segmentation results on StreetHazards. All
baselines except Dropout have the same close-set mIoU because
they do not change the network structure nor the inference pipeline
for the close-set segmentation submodule.

Dataset Lost and Found Road Anomaly
Method AUPR↑ AUROC↑ FPR95↓ AUPR↑ AUROC↑ FPR95↓
Ensemble - 57 - - 67 -
RBM - 86 - - 59 -
MSP 21 83 31 19 70 61
MaxLogit 37 91 21 32 78 49
DUIR - 93 - - 83 -
DML 45 97 10 37 84 37

Table 2. Anomaly segmentation results on Lost and Found and
Road Anomaly.

VL DCE EDS MMSP AUPR↑ AUROC↑ FPR95↓ mIoU↑
✓ ✓ 15.1 91.5 25.1

49.0✓ ✓ 6.8 88.6 27.7
✓ ✓ ✓ 13.7 91.0 25.5

✓ ✓ 13.3 89.7 27.8
52.6✓ ✓ 8.2 91.1 21.3

✓ ✓ ✓ 13.3 92.4 20.5
✓ ✓ ✓ 14.7 93.7 17.3

53.9✓ ✓ ✓ 8.8 91.7 19.8
✓ ✓ ✓ ✓ 14.1 93.5 18.0

Table 3. Ablation experiment results on StreetHazards. VL and
DCE are loss functions when training the DMLNet. EDS and
MMSP are unknown identification criteria for anomaly segmen-
tation. Kindly refer to Section 4.1 and Section 4.2 for details.

functions, meaning that the class-agnostic criterion is more
suitable in the anomaly segmentation task than the class-
dependent criterion.

5.2. Incremental few-shot learning

Two incremental few-shot learning methods PLM and
NPM are tested on the Cityscapes dataset. Car, truck, and
bus are 3 OOD classes not involved in initial training while
the other 16 classes are regarded as in-distribution classes.
For PLM, the performance of the latest head PLMlatest

and all heads PLMall are both evaluated. λnovel is 0.15
to achieve the best performance of NPM. We show the in-
cremental few-shot learning result Tab. 4 of two settings:
only adding car and adding car, truck, and bus one by one.
The metric mIoUharm is the comprehensive index [40] that
balances mIoUold and mIoUnovel.

We see that PLMall performs better than PLMlatest be-

(a) (b) (c)

(d) (f)(e)

Figure 7. Visualization results of our open world semantic seg-
mentation system. (a) is input. (b) is close-set prediction. (c) is
open-set prediction. (d) is prediction after 16+1 incremental few-
shot learning. (e) is prediction after 16+3 incremental few-shot
learning. (f) is ground truth.

cause the latest head only fits classes encountered during
incremental few-shot learning, while older heads keep the
information of prior knowledge. Even for classes involved
in few new training samples, the latest head has worse re-
sults than all heads as the latest head cannot obtain robust
features from only few samples. In most cases, PLM has
the better performance in novel classes but the worse result
in old classes than NPM, because the new added heads in
PLM that are responsible for predicting novel classes are
more likely to classify a pixel as a novel class so that more
false-negative detections will be generated for old classes.

5.3. Open world semantic segmentation

We realize an open world semantic segmentation system
following these steps: (1) Train DMLNet for 16 classes of
the Cityscapes dataset based on Section 4.1. Three classes
including car, truck, and bus are excluded during training
which is the same as Section 5.2. (2) Obtain the close-
set segmentation result based on Equation 5. A visualiza-
tion example is shown as (b) in Fig. 7. (3) Apply open-
set semantic segmentation module based on Section 4.2 to
get open-set results like (c) in Fig. 7. The black area de-
notes anomalous objects. (4) Conduct incremental few-shot
learning as discussed in Section 4.3 to integrate car, truck,
and bus one by one into existing perception knowledge. Re-
sults are shown as (d) and (e) in Fig. 7.

Close-set segmentation will assign an in-distribution la-
bel to OOD objects as shown in (b) of Fig. 7, which
may cause safety-related accidents in autonomous driving.
Open-set segmentation gives unknown label to OOD ob-
jects, which not only makes the perception system more
robust, but also provides information for labelers to make
annotations of the new class. Incremental few-shot learning
can be applied based on these new annotations to enlarge
the perception knowledge base. From (d) and (e) of Fig. 7
we can see our DMLNet can gradually classify car and bus.
This open-set segmentation - incremental few-shot learning
cycle can progressively improve the performance of open
world semantic segmentation system.
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Baseline
All 17 97.8 82.4 91.8 52.3 57.5 59.9 64.1 74.2 91.9 61.4 94.6 79.4 58.8 75.6 61.7 74.9 94.8 - - 74.9 - - -
First 16 98.0 82.1 91.4 43.6 56.4 58.9 61.4 72.6 91.6 60.5 94.4 79.1 57.6 67.9 61.1 75.1 - - - 72.0 - - -
FT 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 6.6 - - 0.4 6.6 0.0 0.0

5 shot
PLMlatest 87.6 10.1 80.4 0.7 13.8 23.9 0 39.3 85.4 0.0 85.4 21.3 3.8 2.1 0.0 1.3 75.7 - - 31.2 75.7 28.4 41.3
PLMall 97.1 79.3 89.2 41.9 55.3 57.5 60.8 71.0 91.1 59.4 93.9 73.3 49.2 34.2 14.3 51.8 75.7 - - 64.4 75.7 63.7 69.2
NPM 96.2 79.3 89.2 41.6 52.0 56.3 61.1 69.4 90.4 58.8 94.1 74.4 55.3 53.4 39.2 70.3 64.6 - - 67.4 64.6 67.6 66.1

1 shot
PLMlatest 80.3 0.3 72.6 0.0 0.0 0.0 0.0 17.5 68.8 0.0 61.1 2.2 5.9 0.0 0.0 0.0 64.5 - - 22.0 64.5 19.3 29.7
PLMall 96.8 77.1 89.6 41.4 48.7 53.2 60.3 64.5 90.3 55.6 94.3 59.1 43.6 39.5 12.0 35.7 64.5 - - 60.4 64.5 60.1 62.2
NPM 95.9 79.2 88.8 41.3 50.5 56.0 61.0 69.1 90.2 58.6 94.1 73.6 55.1 49.7 37.4 69.6 60.1 - - 66.5 60.1 66.9 63.3

16 + 3 setting

Baseline
All 19 97.9 83.0 91.7 51.5 58.3 59.8 64.2 74.2 92.0 61.2 94.6 79.7 59.1 63.9 61.5 75.0 94.2 78.5 81.4 74.8 - - -
First 16 98.0 82.1 91.4 43.6 56.4 58.9 61.4 72.6 91.6 60.5 94.4 79.1 57.6 67.9 61.1 75.1 - - - 72.0 - - -
FT 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 0.0 0.1 0.0 0.0

5 shot
PLMlatest 91.6 58.3 78.4 7.4 3.3 34.1 34.0 42.7 85.9 23.4 86.2 5.4 0.0 0.0 0.0 3.1 63.8 1.3 12.0 33.2 25.7 34.6 29.5
PLMall 97.1 79.2 84.8 38.1 46.4 56.8 58.8 61.0 91.0 59.3 92.9 63.6 47.5 3.4 13.8 47.5 67.0 5.7 12.0 54.0 28.2 58.8 38.1
NPM 96.1 79.3 58.7 41.5 51.5 56.3 60.7 69.0 90.4 58.8 94.1 74.3 55.1 32.0 39.1 70.2 55.7 1.6 21.0 58.2 26.1 64.2 37.1

1 shot
PLMlatest 87.6 34.6 52.4 0.0 0.0 25.7 2.3 25.7 69.8 16.6 0.0 0.0 0.0 0.0 0.0 0.0 41.0 0.7 9.5 19.3 17.1 19.7 18.3
PLMall 96.8 75.2 49.0 33.1 31.4 48.0 33.2 44.6 89.7 55.3 23.0 42.1 32.8 5.3 8.0 27.7 30.4 0.7 9.5 38.7 13.5 43.4 20.6
NPM 95.8 79.2 44.6 41.2 50.2 56.0 60.5 67.5 90.1 58.6 94.0 73.5 54.9 24.9 37.2 69.6 54.5 1.1 22.0 56.6 25.9 62.3 36.5

Table 4. Incremental few-shot learning results on Cityscapes for 16 + 1 (car) setting and 16 + 3 (car, truck, bus) setting. The novel classes
are in blue and the old classes not involved in new training samples are in red . Finetune (FT) is the baseline with catastrophic forgetting.
The upper-bound is to regard the novel class as the original in-distribution class and retrain the model. All results are reported in IoU.

Input GT Prediction MSP EDS EDS+MMSP

Figure 8. Visualization results of anomaly segmentation. The first two rows are from StreetHazards, while the third and last rows are
from Road Anomaly and Lost and Found. MSP is the baseline while EDS and EDS+MMSP are our methods.

6. Conclusion
We introduce an open world semantic segmentation sys-

tem which incorporates two modules: an open-set segmen-
tation module and an incremental few-shot learning mod-
ule. Our proposed open-set segmentation module is based
on the deep metric learning network, and it uses the Eu-
clidean distance sum criterion to achieve state-of-the-art
performance. Two incremental few-shot learning methods
are proposed to broaden the perception knowledge of the

network. Both modules of the open world semantic seg-
mentation system can be further studied to improve the per-
formance. We hope our work can draw more researchers to
contribute to this practically valuable research direction.
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