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Abstract—Visual homing enables a mobile robot to move to a reference position using only visual information. The approaches that we present in this paper utilize matched image key points (e.g., scale-invariant feature transform) that are extracted from an omnidirectional camera as inputs. First, we propose three visual homing methods that are based on feature scale, bearing, and the combination of both, under an image-based visual servoing framework. Second, considering computational cost, we propose a simplified homing method which takes an advantage of the scale information of key-point features to compute control commands. The observability and controllability of the algorithm are proved. An outlier rejection algorithm is also introduced and evaluated. The results of all these methods are compared both in simulations and experiments. We report the performance of all related methods on a series of commonly cited indoor datasets, showing the advantages of the proposed method. Furthermore, they are tested on a compact dataset of omnidirectional panoramic images, which is captured under dynamic conditions with ground truth for future research and comparison.

Index Terms—Omnidirectional camera, topological visual navigation, visual homing, visual servoing.

I. INTRODUCTION

VISUAL homing is defined as navigation by vision of a robot from an arbitrary starting position to a previously specified reference home position [2]. It is considered to be one of the basic abilities of a mobile robot, as well as one of the most important components of visual topological navigation [3], [4]. On one hand, visual homing is a lightweight method for robot navigation. It utilizes only one pair of images taken at reference and current poses to navigate a mobile robot, regardless the path and motion before reaching the current state. On the other hand, it can be easily extended to an integrated navigation system, by sequentially setting the target nodes on a graph as references. Compared to methods that are based on metric maps [5]–[7], the visual topological navigation framework has the following advantages.
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1) Sparse representation of environment: Usually, the topological map that is used in visual topological navigation is created incrementally, considering the feature changes. A typical representation of the environment is a collection of visual features at certain poses. The computational and memory cost is relatively low.

2) Independent of precise maps: As a result, visual homing is less sensitive to error accumulation, which commonly occurs in metric approaches.

3) Lightweight planning: The path planning on metric maps can be computationally very expensive; conversely, the planning of visual topological navigation is based on graph structures, which is easy to compute.

The primary challenge of the visual homing problem is the estimation of the homing vector. It defines the direction along which the robot can reach the home position. Our methods solve this problem by taking inspiration from the generic framework of visual servoing [8], [9]. Visual servoing has been widely applied in the area of motion control, such as the control of robotic arms for industrial robots. In this paper, we propose a generic visual servoing framework for the visual homing problem. This is implemented as three different homing methods using different properties of features. When deploying such an approach on real robots, special care must be taken with the computational complexity of the algorithm. In general, visual servoing approaches require the computation of the pseudoinverse of a matrix whose size is proportional to the number of sampled features. In order to ameliorate this, we propose an approach that is inspired from the visual servoing approach, but with a cost linear in the number of features. We show in Section VI that the resulting control is stable, and we compare its performance with other related methods. The originality of this paper is that we take advantage of the scale information of the scale-invariant feature transform (SIFT) features to compute our control law. We show in Section IV that the scale of the features is sufficient to build such a control law.

For practical implementations of visual homing methods, the robotic platforms necessarily have to manage the maneuvers in the presence of dynamic objects, i.e., objects whose position may change from the reference to the current image. If not accounted for, features on these objects will be integrated in the control output, and may lead to unstable or unsafe behavior of the robot. A fast outlier rejection approach is discussed in this paper. It is designed to handle such problems and to improve the overall system performance. The parameterization and validation of the approach will be presented in simulation and experiment.

The major contributions of this paper are as follows.

1) A comparative study of three novel visual homing approaches that are based on bearing and scale information
under classical image-based visual servoing (IBVS) framework.

2) Observability analysis on the system states regarding navigation problem for an omnidirectional camera.

3) A robust and fast homing method that is based on scale information of key-point descriptors, with the proof of stability.

4) Evaluation of the aforementioned methods, as well as an outlier rejection method, via simulations and experiments.

5) A concise dataset for future study of visual control problems using omnidirectional cameras.

In the following, we first give an overview of related work in Section II. Section III reviews the visual homing problem under visual servoing framework. Sections IV and V discuss the fundamental aspects and observability of visual servoing-based homing. Sections VI describes the algorithm and control strategy of a simplified homing algorithm. The control loop is introduced in Section VII, followed by the simulation and experimental results. Conclusions and our future visions are provided at the end of the paper.

II. RELATED WORK

Visual homing is often implemented using bearing-only methods. An initial work was presented by Cartwright and Collett [10] as the “snapshot” model. Franz et al. [11] continued this direction by analyzing the error and convergence properties. In our previous work [12], we gave a proof of the convergence of a simplified bearing-only method, based on the Lyapunov stability theory. In this paper, we formulate the bearing-only problem [12] as part of the classical IBVS framework. Meanwhile, two other homing methods under this framework are discussed as well.

Our work is stimulated by the work of Corke [13], where the author used the average landmark vector (ALV) [14] principle to implement a visual servoing task. The ALV method converts the homing problem to a vector operation process, by summing up the bearing vectors to a number of key points at the reference and the current positions. The difference between these two sums is then used to compute the homing vector. However, the following limitations should be considered. First, outliers in landmark detection will greatly affect the accuracy of the homing vector. Second, the outputting homing vector of the ALV algorithm highly depends on the estimation of the global orientation. Third, the homing vector is directly calculated from summarized bearing information of landmarks in current robot pose frame, while the contribution of each landmark is transparent to the final output. Finally, the algorithm is heuristic at intermediate poses. This means that the calculation of accurate homing direction is not feasible, and the mathematical convergence of the algorithm is not guaranteed. In comparison, our approach takes advantage of the scale information attached to the key points to calculate the homing vector without distance estimation, the usage of scale information guarantees the convergence and observability of the system states. The proofs are conducted in this paper.

According to Goedeme et al. [15], knowing the structure of an environment and in particular the landmark positions is necessary for visual homing. This information can be recovered by estimating the ratio of the distances to the matching key points by triangulation using an extended Kalman Filter. Using feature scales, we can avoid this estimation phase and use the scale variation as a proxy for distance errors.

Lim and Barnes [16] presented a homing algorithm that was based on the following principle. They divided the 2-D plane into four regions and estimated the current robot position by measuring the bearings to known landmarks. Compared with their approach, we prove the convergence of our method using the Lyapunov theory. It guarantees the stability of the controller.

A new trend for solving visual homing problems [17] was proposed by Aranda et al. and improves the performances by using 1-D trifocal tensors from the omnidirectional camera. Compared with the works using 1-D-trifocal tensors [18], [19], which rely on three-view geometry, our method infers the homing vector directly from the current appearance, and the result is less reliant on feature association. Besides, our approach does not require solving nonlinear equations constructed from the tensors, where algebra error is embedded in the SVD process and impossible to eliminate. Since the reconstruction of the environmental structure is not needed, our servoing-based method requires less computational power.

Furthermore, the authors in [20] used a sliding-mode control law to exploit the epipolar geometry; the authors in [21], directly calculated the homographies from raw images; and Cherubini and Chaumette [22] proposed a redundant framework for visual homing problem, which in particular allows online obstacle avoidance. The comparison with these works is not considered here, since the basic strategies and premises are significantly different.

Some related early works used SIFT as main features for visual homing [23], [24]. They considered the epipolar geometries as well as the orientation and scale of SIFT features for monocu- lar cameras, following a framework similar to [8]. Among these, the work by Vardy and Oppacher [25] is the closest to our simplified approach using scale information. Their work developed a scale invariant local image descriptor for visual homing, based on the optical flow of unwrapped panoramic image from an omnidirectional camera. It was continued by Churchill et al. [26], which presents results of real-time homing experiment using the scale difference field in panoramic images, computed from SIFT matches. In comparison to their work, we stress the following two main differences. First, we utilize the error that is caused by the variation of scales, by embedding the scale measures inside the visual servoing framework. Second, we give a mathematical proof of the convergence of the controller, and show the observability of feature states and robot headings. We refer to their method as HSVS, namely heuristic scale-space visual servoing, in the remainder of the paper.

III. PROBLEM DEFINITION

A. Formulation

The visual homing problem can be defined as shown in Fig. 1, where \( p_1, p_2, \ldots, p_n \) are \( n \) key points, which are extracted by SIFT, SURF [27], or other methods providing the scale
information of key points. It is assumed that all the listed key points can be seen from the current position \( C \) and the home position \( O \). The objective is to guide the robot from \( C \) to \( O \) only by knowing the observed scale \( s_i \) and bearing angle \( \beta \) that are associated with key point \( p_i \). Negre et al. [28] showed that the intrinsic scale can be used to aid the measurement of the time to collision. Hoffmann et al. [24] showed a direct relation between the scale and the distance to the feature point. However, for different setup and different environment, the absolute distances to the features cannot be mapped directly. The scale information that we extract from the key points comes from the interpolation of the difference-of-Gaussian pyramid levels, which is commonly used as SIFT key-point detector. We believe that the variation of the scale of a key point can be seen, in first approximation, as a proxy for the variation of its distance. Furthermore, by introducing the scale information, we also prove that the distances to key points are observable given the control speed, as discussed in Section V.

**B. Principles of Visual Servoing**

In this paper, we assume that the robot can be controlled using a velocity vector, including directions and the absolute values of the speed. This neglects the nonholonomic properties of most robotic platforms. It is acceptable for the simple differential robots used in our experiments, but more work would be needed to adapt this control framework to a more complex system such as a car or a space rover.

When we consider the homing problem as a control problem in the appearance space, it can be summarized as an IBVS problem. In this context, the objective is to drive an error \( e \) between the observed and desired features to zero. In a classical visual servoing approach, the error would be the difference in feature coordinates (in pixels). According to the fundamentals of visual servoing, this error can be minimized, if the error dynamics can be linked to the control input \( v \) using an interaction matrix \( L_e \) and the following relation [29]:

\[
\dot{e} = L_e \cdot v.
\]  

(1)

Once the visual error can be properly represented, direct control commands can be calculated in order to minimize the error \( e \). Generally, the control commands can be represented in the form

\[
v = -\lambda \cdot \left( L_e^+ \cdot e \right)
\]  

(2)

where \( L_e^+ \) is the pseudoinverse of the interaction matrix \( L_e \). This controller is designed to have an exponential convergence rate of the error, if the stability of the system is ensured. According to the stability analysis of IBVS in [29], the interaction matrix and its pseudoinverse need to be full rank, in order to guarantee local asymptotic stability.

**IV. IMAGE-BASED VISUAL SERVOING**

In this paper, we adopt the visual servoing framework to build a robot controller, by using the scale and bearing information of the key points, instead of their coordinates. We assume that the key points are extracted from an omnidirectional camera, and we can easily convert image coordinates to bearing angles. We also assume that we are able to control the target robot by velocity commands, and the robot configuration can be summarized by its position \((x, y)\) and its heading \( \theta \).

**A. Definitions**

The error of the system is comprised of two components: the scale error and the bearing angle error. Therefore, the vector of the error can be written as

\[
e = (s - s^*, \beta - \beta^*)^T
\]  

(3)

where \( s = (s_1, \ldots, s_n) \) is the vector of observed scale of the key points, and \( \beta = (\beta_1, \ldots, \beta_n) \) is the vector of their bearing angles. The “*” superscript denotes the reference variables.

Before computing the derivative of the error, we need to derive the relation between the scale of a feature \( s_i \) and the distance to the corresponding entity \( l_i \). The focal length of the camera is denoted by \( f \) and \( S \) denotes the physical size of the region defined by the corresponding key-point patch. Using simple triangulation and the camera pin-hole model, we have

\[
s_i = \frac{S \cdot f}{l_i}, \quad \text{and} \quad s_i^* = \frac{S \cdot f}{l_i^*}
\]  

(4)

which leads to

\[
s_i = s_i \cdot \frac{l_i^*}{l_i^*}
\]  

(5)

Assuming that the physical key point \( i \) is located at the 2-D coordinates \((x_i, y_i)\) in the same frame as the robot, we can make explicit the relation between \( l_i, \beta_i \), and the robot position

\[
l_i = \sqrt{(x_i - x)^2 + (y_i - y)^2}
\]  

(6)

\[
\beta_i = \text{atan2}(y_i - y, x_i - x) - \theta
\]  

(7)

**B. Error Derivative**

To derive the error dynamics \( \dot{e} \), we compute independently the scale and bearing derivatives, by considering them as a function of the robot pose

\[
\frac{d}{dt} \left[ s_i(x, y, \theta) - s_i^* \right] = \frac{ds_i}{dx} \frac{dx}{dt} + \frac{ds_i}{dy} \frac{dy}{dt} + \frac{ds_i}{d\theta} \frac{d\theta}{dt}
\]  

(8)

Using (5) and (6), we have
A direct way to reduce the complexity is that either the upper part or the lower part of (14) is sufficient to form a visual servoing interaction matrix. As it is trivial to rotate the robot on spot once the translational error has been corrected, a two-stage controller can be designed. First, deal with the translation error, then correct the heading. We consider mainly the first stage, since it is the key issue for homing. In practice, this means that we can either implement a scale-only visual servoing or a bearing-only visual servoing.

The interaction matrix for scale-only visual servoing is shown as follows:

$$\begin{pmatrix} \alpha_1 s_1^* \cos \beta_1^* - \alpha_1 s_1^* \sin \beta_1^* \\ \vdots \\ \alpha_n s_n^* \cos \beta_n^* - \alpha_n s_n^* \sin \beta_n^* \end{pmatrix} \begin{pmatrix} v_x \\ v_y \\ \omega \end{pmatrix}.$$  

(15)

The controller that is based on (15) is denoted as scale-only visual servoing (SOVS) in the remainder of this paper. A similar method, using the lower part of (14), is called a bearing-only approach (BOVS), whose error dynamics can be derived as

$$\begin{pmatrix} \beta_1 - \beta_1^* \\ \vdots \\ \beta_n - \beta_n^* \end{pmatrix} = \begin{pmatrix} \gamma_1 \sin \beta_1^* - \gamma_1 \cos \beta_1^* \\ \vdots \\ \gamma_n \sin \beta_n^* - \gamma_n \cos \beta_n^* \end{pmatrix} \begin{pmatrix} v_x \\ v_y \end{pmatrix}. \quad (16)$$

According to the generic properties of the controller that are stated in Section III-B, the local asymptotic stability is maintained if each interaction matrix and its pseudoinverse are full ranked. This can be ensured by using reasonable big number of matched features in real applications.

Recalling (13), the estimation of the heading $\theta$ is crucial for the calculation of the interaction matrices. This implies that a robot may need to have absolute heading references such as a magnetic compass or a reliable visual compass for better accuracy. Regarding the dataset that we use in Section IX, where the robot is well aligned, this problem is trivial. However, this matter needs to be considered in real applications.

V. OBSERVABILITY OF THE SCALE-BASED VISUAL SERVOING SYSTEM

A. Definitions

Given the raw sensor measurements, the observability analysis of system states is important before we step on the designation of other advanced controllers. The observability analysis also gives hints for what results can be expected from the system configuration. The configuration of the discussed IBVS system is described via the following system states:

$$x = \begin{pmatrix} x : x\text{-coordinate of the robot position} \\ y : y\text{-coordinate of the robot position} \\ \theta : \text{heading of the robot} \\ s : \text{vector of observed scales} \\ \beta : \text{vector of observed bearings} \\ l : \text{distance to features} \end{pmatrix}. \quad (17)$$

In order to get the full state for a motion constrained in 2-D plane, we require at least three positively matched key points, considering the number of geometrical constraints. Without the
loss of generality, we can use the following subset of the full state, where the minimum required key points are denoted by subscripts 1, 2, and 3

\[
\mathbf{x} = (x \ 0 \ s_1 \ s_2 \ s_3 \ \beta_1 \ \beta_2 \ \beta_3 \ l_1 \ l_2 \ l_3)^T. \tag{18}
\]

Following the definitions in (9), (11), and (12), using “\text{**}” to denote the reference variables, the state derivatives of the system state is presented as (19), shown at the bottom of the page.

The observation function, which is also the zero-order Lie derivative, includes the scale and bearing information

\[
L^0 h = h(x) = (s_1 \ s_2 \ s_3 \ \beta_1 \ \beta_2 \ \beta_3)^T. \tag{20}
\]

The further Lie derivatives of the observation function over the control functions are comprised of the three columns of (19), denoted by \( f_1, f_2, f_3 \), respectively. For the purpose of conciseness, we use \( C_i \) to denote \( \cos (\beta_i + \theta - \theta^*) \), and \( S_i \) for \( \sin (-\beta_i - \theta + \theta^*) \)

\[
\nabla L^0 h = \nabla h(x)
\]

\[
= \begin{pmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}. \tag{21}
\]

\[\text{B. Observation Matrix}\]

We stop the computation by (23), because it has illustrated that the observation matrix shown in (24) is already row full ranked using (21)–(23), but not column full ranked. We notice that continuing to calculate further derivatives would not help it become column full rank, since the entries are independent of \( x \) or \( y \), (22)–(24), all shown at the bottom of the next page.

Using all the measurable variables and the known control commands, the analysis of the null space of \( M \) reveals the inherent relations among each state. The null space of the full observation matrix \( M \) is given as

\[
\text{nullspace}(M) = \{ [1, 0, 0, 0, 0, 0], [0, 1, 0, 0, 0, 0] \}. \tag{25}
\]

This shows that the position of the robot \((x, y)\) in the global frame is not observable due to nonzero entries in the nullspace. This is fine, since they are not of interest without knowing the global reference frame. More importantly, it shows that the other states, \( \theta \), \( s \), \( \beta \), and particularly the distances to the feature points \( I \) are observable, as long as the control command to the robot is known.

Though not explicitly calculated by the homing algorithm, these observable constraints imply that it is able to determine the translation and rotation to a predefined position, since three known distances to static feature points are adequate to well determine such a transform for the motion in a 2-D plane.

\[\text{VI. Fast Visual Homing}\]

From the observability analysis, we could see that the scale information and bearing angles from local frame and especially their changes are sufficient information for pose control. Derived from this, we describe a scale-based visual homing approach that does not require the computation of the pseudoinverse of an interaction matrix in this section. Above all, this approach is independent of the global heading estimation. Since the global heading is usually approximated by visual compass and with nonneglectable error [31], this method avoids such potentially extra errors for real applications. We also provide the convergence proof for the resulting control law.
A. Scale-Based Control for a 1-D Robot

Recalling (9)

$$\frac{d}{dt}(s_i - s_i^*) = -\frac{s_i^* l_i^*}{l_i} \left[ v_x \cos \beta_i + v_y \sin \beta_i \right].$$

For the sake of argument, let us first consider an 1-D robot, which is only able to move along the direction toward key point \(i\). Because the right side of the aforementioned equation can be seen as the projection of the robot velocity in the direction toward the key point, denoting \(e_i = s_i - s_i^*\), and \(v_i = v_x \cos \beta_i + v_y \sin \beta_i\), we have

$$\frac{d}{dt} e_i = -\frac{s_i^* l_i^*}{l_i} v_i.$$

(26)

Following the designation strategy of visual servoing, we would like to ensure an exponential decoupled decrease of the error [29]. The following trivial control would achieve this goal (\(\lambda\) is a positive constant)

$$v_i = \lambda_i e_i.$$

(27)

B. Generic Scale-Based Control

We abuse the intuition that the individual controllers for the 1-D case may be combined to calculate the required velocity for the 2-D case as follows:

$$\begin{pmatrix} v_x \\ v_y \end{pmatrix} = \sum_{i=1}^{n} \lambda_i \left( s_i - s_i^* \right) \begin{pmatrix} \cos \beta_i \\ \sin \beta_i \end{pmatrix}.$$

(28)

However, even if the convergence was obvious in the 1-D case, there is no guarantee that this sum of control contributions would lead to a stable controller. In order to show the convergence, we resort to the Lyapunov theory. We define the following
nonnegative energy function (Lyapunov candidate function):

\[ E = \frac{1}{2} \sum_{i=1}^{n} \left( \frac{s_i - s_i^*}{s_i^*} \right)^2. \]  

(29)

In this autonomous system with \( n \)-dimensional states \( s \), the only equilibrium is where \( s = s^* \) in the feature space; and physically it is the reference home position. According to the Lyapunov theory, we need to show that

\[
\begin{cases}
\frac{d}{dt} E(t) = 0, & \text{only when all } s_i = s_i^* \\
\frac{d}{dt} E(t) < 0, & \text{otherwise.}
\end{cases}
\]

(30)

Based on the calculation in (9), the derivative of the energy function is

\[
\frac{dE}{dt} = \sum_{i=1}^{n} \frac{s_i - s_i^*}{s_i^*} s_i \frac{ds_i}{dt}
\]

\[
= -\sum_{i=1}^{n} \frac{s_i - s_i^*}{s_i^*} s_i^* \frac{l_i^*}{l_i^2} \left[ v_x \cos \beta_i + v_y \sin \beta_i \right]
\]

\[
= -\left[ v_x \sum_{i=1}^{n} \frac{s_i^*}{l_i^*} s_i - s_i^* \right] \cos \beta_i + v_y \sum_{i=1}^{n} \frac{s_i^*}{l_i^2} s_i - s_i^* \sin \beta_i .
\]

(31)

Denoting

\[ \lambda_i = \frac{l_i^*}{l_i^2} \]

and combining with (28), (31) is simplified as

\[
\frac{dE}{dt} = -\left[ v_x^2 + v_y^2 \right] = -\sum \lambda_i^2 (s_i - s_i^*)^2 \leq 0. \]

(33)

Since the distances \( l_i \) and \( l_i^* \) are nonnegative, (33) shows that the control law of (28) is stable, and converges to \( s_i = s_i^* \) (i.e., the reference home position). However, \( l_i \) and \( l_i^* \) are not directly measurable in practice, though observable. Following the error analysis in [9], we approximate the \( \lambda_i \)'s by constants, since they do not affect the convergence. Further validation via simulation is given in Section VIII-B1).

VII. INTEGRATION AND CONTROL LOOP

In this section, we will discuss how the control laws can be instantiated on a real system.

A. Control Loop

The control loop is depicted in Fig. 2. We first focus on the visual processing pipeline on the right hand side of the dotted line. It starts with capturing a new panoramic image. During each running cycle, the omnidirectional image that is acquired from the camera is unwrapped first, using a simple polar-coordinate transformation. Note that this implies a minor assumption on the calibration of the camera, namely that the image center is known, but it is not necessary to know a full model of the catadioptric shape.

SIFT features are then extracted from the unwrapped images and used to compare the current image with the one acquired at the home position. Although there is certainly a distortion in the SIFT features due to mirror nonlinearity, this approach is also used in related works and in particular in [25].

From the matched key points, the visual servoing control law is applied, and a homing vector is computed. This vector is then transmitted to the robot motion controller. The control vector is then implemented while accounting for the nonholonomic constraints of the target robot. The control loop is executed with each newly captured image until convergence.

B. Outlier Rejection

When deploying visual homing algorithms in a real environment, it is likely that the scene captured at the home position will change. For instance, the original image may contain furnitures or objects that are moved over time, e.g., moving people. In general, in an omnidirectional image, these objects only cover a small portion of the image. In this section, we will describe how to remove the falsely matched features, which may be caused by these dynamic objects. Note that if a feature is extracted from the objects, which disappear from the home image, This usually does not raise a significant issue. This is because they usually cannot get matched to anything in the current frame.

The outlier rejection method is the key to enhancing the reliability of our control method against dynamic objects. The underlying assumption is that the main transformation between the current image and the home image is simply a pure rotation. This is true as long as the features are far enough from the camera, or distance between the current position, and the home position is small in comparison to the average distance to the features. In practice, we take every matched feature in the current image, and use the bearing difference with its home correspondence to vote for a potential rotation angle. Once every feature has cast its vote, the resulting histogram contains a main peak corresponding to the main rotation. Other peaks correspond to a set of features that moved coherently between

Fig. 2. Control loop of multipoint homing.
the two images, i.e., dynamic objects. The background of the histogram refers to outliers or points that violate the hypothesis of a pure rotational error, i.e., points too close to the camera. The assumption may appear a rough approximation of the general case, but used with a lenient threshold, it provides a reliable filter for gross outliers, which would have the worse effect on the control law. In Section VIII-C, we provide an evaluation of the effect of such an assumption. As a result, an instance of outlier rejection using our approach is shown as Fig. 3. The white linkages mark the detected outliers from the raw matching result.

VIII. SIMULATION RESULTS

In this section, we present a number of simulation results highlighting some properties, and basic principles of the homing approaches. The first evaluation is to compare the convergence behavior of different control methods. To this end, it is important to have a common metric to compare all the image-based homing, and characterize the influence of various assumptions and parameters. In particular, we will illustrate the effect of not knowing the distance to the features and the influence of the pure-rotation assumption for outlier rejection.

A. Performance Comparison Using Image-Based Visual Homing

1) Comparison of Convergence Behavior: In previous sections, we have discussed four approaches and one related method by [26]:

BOVS: Bearing-only visual servoing, which only takes the bearing angles to the features to compute the control law [see (16)].

SOVS: Scale-only visual servoing, which mainly utilizes the scale information, and the bearing plays a role in the interaction matrix as well [see (15)].

SBVS: Scale and bearing visual servoing uses the full interaction matrix, which integrates the bearing and scale error [see (14)].

HSV: As a comparison, we also implemented the algorithm in [26], referred to in this paper as HSVS. The implementation follows the summarized equivalent equation:

$$
\begin{pmatrix}
  v_x \\
  v_y
\end{pmatrix} = \sum_i \text{sign}(s_i - s^*_i) \begin{pmatrix}
  \cos \beta_i \\
  \sin \beta_i
\end{pmatrix},
$$

SSVS: The simplified scale-based visual servoing, which also uses scale information but does not require the pseudoinverse computation [see (28)].

Fig. 4 depicts the simulated environment, where visual features (blue stars) are assumed to be located on walls surrounding a ground robot, each with a specified objective scale. The green star marks the start position of the robot, while the red-filled circle is the target home position. A simulated robot uses the observed features to implement the control laws that were presented earlier in the paper, as well as HSVS from [26]. The scale information is computed using a simple pin-hole model, as described in (4). Fig. 4 depicts the incrementally generated trajectories of the five methods.

We tune the controller gain for all the controllers such that the number of iterations required by each method are similar. The four visual servoing trajectories shows that all the control laws guide the robot to the home position in a reasonable manner. However, the proposed SSVS method leads to the straightest trajectory, whereas the HSVS method makes the biggest detour.

The error field of the simulated environment is depicted on the right of Fig. 4, by taking (20,0) as the reference home position. Although the error field of the bearing error appears flatter than the scale error field, we could observe that combining bearing and scale error definitely help to shape the error field into a round-shaped potential well.

Fig. 5 provides a graphical view of the normalized error convergence using the various approaches. Note that the first row of the graph represents the bearing error in radian, whereas the other rows represent the error in the scale or combined space. In each graph, the abscissa refers to the number of iterations. As expected, the methods proposed in this study (BOVS, SOVS, SBVS, and SSVS) all show overall exponential convergence, fitting the justification of (2) indicated by [29]. Since the exponential convergence of HSVS is not mathematically guaranteed, the behavior of the error convergence does not reflect such characteristic.

B. Influence of the Assumptions for SSVS

For the visual servoing approaches, the convergence proof relies on the knowledge of the distance to the features. In practice, this assumption cannot be easily fulfilled with a single camera. For the standard visual servoing, it has been shown that
assuming that all the features are at unit distance from the camera leads to efficient control strategies [29].

Because we abuse this assumption for SSVS, it is necessary to show its influence on the trajectories. Fig. 6 shows that there is indeed a small difference, but the performance loss, in terms of additional traveled distance, is minor. As for control parameters, different distance assumptions lead to different gains. For the test in Fig. 6, we have tuned the gain so that the number of iterations until convergence is similar in both cases. Taking the same starting and ending positions, by changing the environment features and varying the assumed distance constant, we do the simulation 100 times. We obtain an average traveled distance of 42.1 when the distances are set to unity against 41.3 when knowing the distances. The average absolute curvature are also similar by 0.036 against 0.030. This example shows that similar to the standard visual servoing, the scale-based approach is not sensitive to the known distance assumption, and that distances can be safely approximated to be constant (e.g. 1.0) for real implementations.

C. Parametrization of the Outlier Rejection

A successful homing process does not depend on a huge numbers of matched features. Therefore, a relatively low inlier ratio, e.g., 50%, is usually more than sufficient to control the robot, given reasonable large numbers of matches. As a reminder, we select inliers if they globally correspond to a pure rotation of the robot, thus ignoring the translational error with respect to the home position. This is done by first finding the best rotation by a voting scheme, and then selecting as inlier the features that correspond to a best rotation approximation, within a given angular threshold.

In order to justify the assumption and evaluate within what region would such an assumption be true, we carry out the test as follows. Considering the simulated environment depicted in Fig. 4, we take the position at coordinate (0,0) as the reference, then evaluate all the other positions (with a resolution of 0.1m) by measuring the numbers of features that do not fit the assumption, namely the outlier ratio.

The analysis result is shown in Fig. 7. The color in Fig. 7(a) implies the minimum required value of the bearing threshold (in radian) for different inlier ratio. This defines the area of the workspace where the transformation between the observed features and the reference can be seen as a pure rotation within a given threshold and for a desired inlier ration (100%, 70%, and 50%). Intuitively, a lower demanded inlier ratio will relax the needs on a precise threshold. Fig. 7(b) depicts an alternative visualization of the results from Fig. 7(a). It shows the ratio of outliers by fixing the rotation threshold. The darker color indicates lower outlier ratio, i.e., potentially better matching results. Taking the lowest figure in Fig. 7(b) as an instance, the dark area implies that by allowing a rotation threshold 1.5 rad, potentially sufficient numbers of matches can be retrieved from
Fig. 9. Homing vectors and error analysis referring to (5.8). The color-map in the first row indicates the number of matched key points; in the second row, the color-map indicates the average angular error in degree. (a) Homing Vectors. (b) AAE analysis (in degree).

a large area around the home position, though it may lead to a high false negative ratio.

For real applications, the rotation threshold needs to be tuned according to the characteristic of the feature distribution in the test environment. Empirically, we choose a threshold of 1.0 rad, resulting in good outlier rejection performance, while still keeping an inlier ratio of more than 80% in the tests on the dataset introduced in Sections IX and X.

IX. RESULTS ON AN INDOOR DATASET

In order to compare all related methods under the same conditions, we test on a widely cited dataset provided by Vardy [32]. The datasets are a collection of panoramic images (some with unwrapped version) obtained from typical indoor environments, plus the calibration information and pose information. Some of the datasets include dynamic objects in the scene, such as a mobile chair, etc. All the raw images have a resolution of $640 \times 480$ (unwrapped image: $561 \times 81$) and the actual intervals between the two nearest nodes are equal constants, which is typically 30 cm. An instance from the database is shown in Fig. 8. By taking position (5,8) of A1originalH dataset as the reference home, the homing vectors calculated from other images in the same dataset using different methods are shown as Fig. 9(a). The color of the filled circles indicates the differences in number of matched features. It is interesting to see that SSVS exhibits clean behavior pointing toward the home position, even when the matching ratio is low.

According to the comparison done in [26], the total average angular error (TAAE) can be an important statistic result when evaluating the homing ability. The overall average angular error (AAE) can be obtained as follows:

$$\text{AAE}(ss) = \frac{1}{mn} \sum_{x=1}^{m} \sum_{y=1}^{n} \text{AE}(ss, cv_{xy})$$

where AE is the absolute angular error between the computed homing vector and the ground truth. The subscript $ss$ and $cv$ stands for saved scene and current view, respectively. For the entire image database $db$, the TAAE computes the overall average of AAE($ss$) as follows:

$$\text{TAAE}(db) = \frac{1}{mn} \sum_{x=1}^{m} \sum_{y=1}^{n} \text{AAE}(ss_{xy})$$

The AAE for each position of A1originalH is illustrated in Fig. 9(b).

Test results on the full Vardy datasets are illustrated in Table I, where we show extended statistics of the angular error, such as maximums, minimums, and standard derivations. Darker background on specific numbers mark the best performance of the row. The “∗” after the name of datasets indicate that those datasets are unwrapped by detection and operation on the largest circle of the panoramic images. In terms of precision, SSVS and BOVS show the best performance in general. However, we must notice that BOVS requires a good enough estimation of the global heading, which is in general vague using visual compass methods [31]. Moreover, since SSVS and HSVS hold the lowest computational complexity, the advantage of SSVS is revealed.
TABLE I
ERROR ANALYSIS FOR ALL THE ALGORITHMS (IN DEGREE)

<table>
<thead>
<tr>
<th>Database</th>
<th>BOVS</th>
<th>SOVS</th>
<th>SBVS</th>
<th>HSVS</th>
<th>SSVS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TAAE</td>
<td>Max</td>
<td>Min</td>
<td>StdVar</td>
<td>TAAE</td>
</tr>
<tr>
<td>Hall1*</td>
<td>12.97</td>
<td>29.55</td>
<td>6.95</td>
<td>4.67</td>
<td>23.18</td>
</tr>
<tr>
<td>Hall2*</td>
<td>21.04</td>
<td>42.03</td>
<td>14.02</td>
<td>4.55</td>
<td>34.28</td>
</tr>
<tr>
<td>RothenH</td>
<td>27.68</td>
<td>48.50</td>
<td>15.17</td>
<td>5.88</td>
<td>25.86</td>
</tr>
<tr>
<td>CHallH</td>
<td>12.21</td>
<td>28.09</td>
<td>6.39</td>
<td>3.96</td>
<td>22.34</td>
</tr>
<tr>
<td>CHall2H</td>
<td>18.45</td>
<td>47.63</td>
<td>10.69</td>
<td>5.70</td>
<td>34.16</td>
</tr>
<tr>
<td>Chair*</td>
<td>17.66</td>
<td>29.10</td>
<td>8.77</td>
<td>4.15</td>
<td>24.71</td>
</tr>
</tbody>
</table>

Fig. 10. Histogram of angular errors for the selected algorithms under the test condition with moving people. (a) BOVS. (b) HSVS. (c) SSVS.

Fig. 11. Sample image of the dataset with arbitrarily moving objects.

X. RESULTS OF THE REAL-TIME HOMING TEST

A. Homing Vectors to One Reference

In order to show the performances in a more dynamic environment, a dataset taken together with vicon motion capture system is used for further evaluation. In this test, four people are continuously moving in the scene of which the robot is taking the data. A sample image is shown in Fig. 11.

The calculated homing vectors taking (0,0) position as reference home is depicted in Fig. 12, using SSVS. We could see that the robot trajectory is arbitrary. Thanks to the motion tracking system, the 6 DoF ground truth is simultaneously recorded. It can be noticed that even with relatively low numbers of matched feature points, the robot can show reasonable homing directions using SSVS.

As comparison, only the outperforming algorithms from previous tests—BOVS, SSVS, and HSVS are carried out on this dataset due to the limited space. Concerning BOVS requires global heading estimation, we carry out the evaluation for BOVS using the ground truth heading information. In practice, visual compass is required to provide such information, leading to worse performance. For related works of visual compass, see [31]. The histograms of the angular errors for the three methods are shown in Fig. 10. It indicates that the SSVS has the best precision and BOVS performs the worst even with ground truth heading information. This result shows SSVS is better fit for the robot navigation task in dynamic environments for real-time applications.

B. Experiment of Outlier Rejection

The outlier rejection method is the key to ensuring the correctness of generated homing vectors in dynamic environments. We also compare the cases with and without the proposed outlier rejection method. The statistics of the generated angular errors show the effect of the proposed outlier rejection method, as depicted in Fig. 13. It shows that the implementations with the proposed outlier rejection have lower error mean and smaller derivation. Regarding the simple assumption, the additional computation that is required for outlier rejection is minor. Therefore, such an algorithm is generally feasible for all
similar applications using key-point features that are obtained from omnidirectional cameras.

XI. CONCLUSION AND FUTURE WORK

In this paper, we have presented a visual homing framework using visual servoing, which is based on the scale and bearing measurements of popular visual features such as SIFT. After showing how these measurements could be used in the standard visual servoing framework, we proposed a simplified controller with a complexity linear with the number of observed features.

We have demonstrated the usability of scale-based visual servoing, and we have shown that our simplified approach is stable and offers better performance than other methods based on the results on standard datasets and experiments in an environment with dynamic objects. We also demonstrated the necessary observability and stability analysis.

Overall, the proposed approach shows certain robustness to dynamic changes in the environment. Similar to any other visual-based homing solution, our approach is sensitive to strong illumination changes, etc., which may completely destroy the appearance. The extended results for a navigation framework using the proposed algorithms are provided in our recent report [33]. Concerning future work, we are considering applying it to outdoor navigation on terrain manifold and extending it to 3-D space for unmanned aerial vehicles.

APPENDIX

PUBLIC DATASET

A compact dataset has been captured during the experiment of this study. It is comprised of raw and unwrapped panoramic images captured by an omnidirectional camera. The raw images have a resolution $640 \times 480$, and the unwrapped version has a resolution of $1014 \times 172$. Moreover, the dataset provides pose ground truth with sub-millimeter precision, supported by a vicon motion capture system. A summary is shown in Table II.

Please refer to http://www.asl.ethz.ch/people/lium/personal for more information.

TABLE II

<table>
<thead>
<tr>
<th>Data-set</th>
<th>#Images</th>
<th>Comments</th>
<th>Potential Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>CleanRun</td>
<td>876</td>
<td>No dynamic objects</td>
<td>Function test</td>
</tr>
<tr>
<td>FourPeople</td>
<td>653</td>
<td>Four moving people</td>
<td>Robustness test</td>
</tr>
<tr>
<td>StillCamera</td>
<td>379</td>
<td>Four moving people; the camera keeps position.</td>
<td>Outlier rejection etc.</td>
</tr>
</tbody>
</table>
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